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Possible  proyect idea i if you are intertsiel

in Machine learning QA
OO nevral netwerk (a brain for a chukJ’) is

just like a direcked
graph. T+ wevld b :nkmsi-.'ny to explore  yhat

insighks Netuerk
Centnlity  can bﬂ'ﬂ] to  Aachine learning.

Typs'call)/ , cemanily dekeckion 1S dome  fer  undirecked , vnwerghted frqphs 50
thed's  wvhat  we'll foces on today St dhert are  exkensions o direched
emd  weiphked  graphs  as  well
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Cemnonity  Shrecture s am

inportemt  featve  of
ths  saall

complex netuorks, Even in
network above , we can already  see

commwmity struture,

Why 05 communidy debechion useful :
* personalizing ad experience
« friend  supgestions on  social Media

* jueel  analysis - cach of the tuweets arc the wodes and use
commwmity defeckion  if

the  hueet 8 saping semething good or bad
( sentinent analys:s)



Commonity detection , also called  graph  parkitioning, welps vs  reveal  hidden
rtlationships  between nodes in & graph. Community de¥ection is an
ﬂSSl"nM-eﬂ"‘ Df nedes l.n‘}o COMW;+;C S (oj‘ }IOUPS)-

Nejwork  Commwnities are  groups  of nedes  gych  +hat  the  nodes s de
e grovf are more connecked do  cach other than b0 wvodes ouiside
the  gsoup.
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in  Jifferent applications, you  «ight need cither one and  there
are  diffecent  algorithas desioned  for  both.

Many algerithm  have been designed to do  commumily defeckion , but
well omly explore 1 hday.

First lebs ek  about Modular,’}y , @ neasure of e stremphh of
a farticllar divisiecn of a netuerk  info  cemmvnihes,

Aedvlarily Vs a  wvay to  malhemabically gven !—.’Fr how
good thwe split s, The 1eft grqph  will  have & larger
mJular{}y.

In wveds, the ﬂo&ulan'ly is +he nunbe of edges fallfn? within  groups
Mminve  the  expecked  nuMber  of edges M an  cguivalent network  with
cJ}u placed a} random,

In nath, lets comsider he Problem of Separaking nodes m¥e tuo commwnities,
Comsider a  netuark with M nodes
Let s.;i | if nede i Dbelongs ko cammwmity |
' -1 if wode 1 belongs Yo Connumity 2
A . l if node ¢ 1S connected $c vode
i5 o if wode I Vs ot connecked +o node I
adjacency mMatrix



k;= the doyrce of node 1
n-l

M= -L ié k.. the detal number of 8&7&5 in the netuork

The expecked  nvAber of edges  between nodes i and

knowing +he degree of dhe wnodes) if the  edges
randon:
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Lets look aqi one cemmvnily deteckion  algorithn: the  Girvan- Neyman

algorntha, I+ s an  algorithm  that  delecks  alporithas by progressively
reAoving c&}cc frarn e hetussk,

To  descrine  +his algorithm  we Firsk have do descrive edge
betueenness (a centralify neasure For  edges in a nehork),
T defintd as  the sum of e number of sho.dest paths
passin hhrouph  the edge in gueshion. For an edgpe €, the
behveencss  centrality  Caled 8’( ,
. i,ole
G-I L T

whert O (i, 3) is the ¥ of shordest paths from i

0@G,ile) s the & of shorkest paths  from i) that pass

throvgh  edge €.

Girvan “Newman  algoriina  theps:
. Caleviate the edge  bthueemess For all cdges
Resove the edge(s) with the largest  behyeeness
Recalevlale  the edge  behueeness
Repeat skeps 2 and 3 until Seme condition 1S met
) modulasity reaches a  specific valve
eX) visvally, when he cammunities a4t aeaninpfyl
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Masvi ideq: cdges with a large  behueentsS  dperale  CommumikeS
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First calevlale cdge helueeness bor  pink edge
Secend calcvlale cJ}e betueenness for
To do e wve need 4o caleviate all of the Shordest pathe bedueen modeg
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find he & of the edges that pass Hreugh the pink edge (dengled
by o *)

ﬁ):lJ the ® of edges that pass through the orenge edy-e
(denoted by o )

*o0f X : 12

IF we do the Same Hu"lf for all eJ,GS ve would find  thet
the piak edge has  the k"y’ws+ edge  betueeness o +his
alyorf wm would 9&* rnd of +he pin k 8:'.96 .

Note: for A given edge, if inc edge hehueenmess is large, +hal means
i+s  prodably scparating Fue  comavnjlies

These are loks o} olher (norc—conplimkd) cwvni)f dekechon  alporimns:
* Lowvain commwmity dekction - optimizes modvlarity
* osurprise  comawlily dection - optinia€S  surprise
* Walktrap comnumily dekechion - copilalizes on the fact that
rondom walks on g netuask sky ithin  communibes
» Heirarchicgl Aggloseralive  cluskering - iteratively proup  nodes based
on {heir anfldrc'}r

|—) This is a "clusl-ufn?" nethod which we Aight brefly
Cover later  onm.

froject su.99csh‘ohs= o fest cwvn:"})’ deteckien qupn' thas o1 q netvork
0 0 . devclop your own commvmi})  delectien algorithM

See a project frem  Jast yeor!




Identifying Political Clusters Through Network Analysis

James Courtenay, Alexander Ellis, Tristan Scharfenstein under supervision of llya Amburg at Cornell University

Democrat and Republican voters alike tend to have strong allegiances to Graph - A collection of nodes, connected to one another by edges
their respective parties. But how strong are those allegiances for the Node - An individual datapoint @“@)
legislators themselves? Our research involved looking at a vast array of Hyperedge - A connection between two or more nodes
political data and using algorithms to see if the resulting clusters would Adjacency Matrix - A matrix that represents the nodes’
resemble how our partisan political system has grouped our politicians. relationships to each other.

Cluster - A grouping of nodes within a graph.

Spectral Clustering uses the concepts of eigenvalues and eigenvectors to K-means is one type of clustering method that simply puts a group of data

approximate clusters for a set of data. If you were to multiply your adjacency matrix points together to find patterns from the data. For our project we used k-

A by a matrix x, and received Ax = Ax, where A is a constant, x is considered to be means clustering to separate different senators and house representatives
the eigenvector of A, with the constant A acting as your eigenvalue. For our based on the bills they sponsored. Then from these groups, we

research, we looked at the second non-zero eigenvalue, or the Fiedler value of a determined which groups consisted of a majority of individuals from each
modified adjacency matrix to gain some insight into the connectivity of our graph. political party.

Spectral Clustering of Group A K-means Clustering of Group C

Through both clustering methods, we were able to determine the connectivity and major clusters of
our networks. We received a Fiedler value of 763, indicating that we would have to remove 763
nodes from our graph to obtain two completely isolated clusters. Additionally, through analysis of o Democrat

multiple different categorical groupings of our data, we were able to separate most of them into S
clusters that mainly consisted of either party. These conclusions are evidence of the ever-changing
political landscape and show us that politics will not always be black and white, but rather is an
J.MIM,:MMJLAUJML T extremely dynamic study area affected by many variables. Future research on this topic can aim to
g W find more clusters or categorize data based on other factors.




